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Overview

• Motivations
• Feature learning of hidden layers receive no direct 

guidance on class information

• Early hidden layers of a CNN tend to capture low-level 
features shared across categories such as edges and 
corners, while late hidden layers are more class-specific

• Our contributions
• We propose a supervised feature learning method, 

Label Consistent Neural Network (LCNN), which 
enforces direct supervision in late hidden layers

• LCNN can learn class-specific neurons or discriminative
features



Discriminative Representations

FC6 layer representations 
from VGGNet-16 

FC7 layer representations 
from VGGNet-16

Class 4, baby-crawling, 35 testing 
videos from UCF101 dataset
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Label Consistent Neural Network 

• Overview
• Explicit supervision of a hidden layer

• Encourages the hidden layer representation to 
approximate “ideal discriminative representation”



• Overall objective function of LCNN

where Lr is the discriminative representation error: , 

where  q(l) is the ideal discriminative representation

• Ideal discriminative representations
Given six neurons {d1…d6} and five samples {y1…y5}
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Experiments

• UCF-101

• Cifar-10

• THUMOS15

• Caltech-101



Thank you!


