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1 Proofs of PROPOSITIONS

1.1 Proof of PROPOSITION 1
Monotonicity

Proof. We have
Fun(S) = HYVu\S) — HYVu\SIS) = T(V\S;.8)

for graph G,,,, where I(V,,,\S; S) is the mutual information between V,,\S and S.
As proved in [1], I(V,,,\S; S) is monotonic when |V,,| is larger than 2|S|, which is
the case in our framework. This completes the proof of the monotonicity property
of F,,(S).

Submodularity

Proof. We prove the submodularity by showing: for any S§; C S2 and a given
example a € V,,,\Sa2, we have

Fn(S1U{a}) = Fin(S1) 2 Fin(S2 U {a}) — Fin(S2)
We have
(Fm (St U{a}) = Fin(S1)) — (Fn(S2 U{a}) — Fin(S2))
= (H(a|S1) — H(a|Vn\{S1 Ua}))
— (H(a|S2) = H(a[Vn\{S2 U a}))
= (H(al81) — H(alS2))
+ (H(a[Vin\{S2 Ua}) — H(a[Vm\{S1 Ua}))
=H + Hs
Since conditioning always reduces entropy, H(a|S1) > H(a|Sz2), so that H; > 0.
Vi \{S2Ua} C V,, \{S1Ua}, so that we have H (a|V,\{S2Ua}) > H(a|V\{S1U

a}), leading to Ho > 0. Therefore, Hy + Hy > 0, which completes the proof of
the submodularity property of F,,,(S).
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1.2 Proof of PROPOSITION 2

Monotonicity

Proof. We prove that T'(S) is monotonically increasing by showing T'(SU{a}) >
T(S), for alla € V\S and S C V. Let |S| denote the cardinality of S. Since items
in S are ordered, we assume the rank of a in SU {a} as r, = |S| + 1 without
loss of generality. We have

T(SU{a}) =T(S)

Isl+1 o1
=(1=q) ZS:l ¢ gZvi7vj€SU{a}7mi<mj:sC(vi’vj)

sl
o (1 B q) Zs:l E g Zvi,vjes,rvi <rvj =s C(vi’ Uj)
1

—(1—qg)-gSH+t. —— )
(1-q)-q S|+ 1 ZmES,n,i<ra:\S|+l C(vi, a)

Since C(vi,a) > 0, 1 — ¢ > 0 and ¢/SI*1 > 0, we can easily have T(S U {a}) —
T(S) > 0 and T(P) = 0. This completes the proof of monotonically increasing
property of T'(S).

Submodularity

Proof. We prove the submodularity by showing: for any S; C Sy and a given
example a € V\Ss, we have

T(S1U{a}) —T(S1) > T(S2U{a}) —T(S2)
From the derivation for monotonicity, we have
T(S1U{a}) = T(51)

SO B p—

|Sl| +1 Zviesl,r,,i <re=|S1|+1 C(Ui’ Cl)

and
T(SzU{a}) —T(S2)

|So| + 1 ZviGSQ,Tvi<ra:|Sg\+l Clvi, a)

For notational simplicity, we let n; = |S1| + 1 and ng = |Sa| + 1. Define

1
kl = — E C(U7;7a)
nq 0, €81,70; <Ta=n1

1
k‘g = — E C(vi,a)
n9 V; €82,Ty; <Ta=N2
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as the average relative ranking measure between a and all items in §; and Ss,
respectively. Then k; and ko can be represented as

1
ko = — k 2]
2= (n1ky + Zviesz\sl,mi«a:nz C(vi, a))

Suppose |Sz| = |S1]| + n, according to Eq. 6 in the paper, C(v;,a) can be con-
sidered as a random variable ¢ € [0, 1], so that we have ky = n%(nl ki+>,9),
where the upper bound of ) ¢ is nk;. Hence

(T(S1U{a}) =T(81)) — (T(S2U{a}) — T(S2))
=(1-q)- ¢ (ks — ¢"k2)
Since (1 —¢) > 0 and ¢/l > 0, we only need to prove k; — ¢"ky > 0. Let

ki —q"ke = k1 — q"mk%m, which reaches its minimum when ) ¢ reaches
its upper bound. In this case, we have

n nik1 + nky
N2

ki —q"ka =k —¢q =k(1-¢")2>0

This completes the proof of submodularity property of T'(S).
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