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1 Proofs of PROPOSITIONS

1.1 Proof of PROPOSITION 1

Monotonicity

Proof. We have

Fm(S) = H(Vm\S)−H(Vm\S|S) = I(Vm\S;S)

for graph Gm, where I(Vm\S;S) is the mutual information between Vm\S and S.
As proved in [1], I(Vm\S;S) is monotonic when |Vm| is larger than 2|S|, which is
the case in our framework. This completes the proof of the monotonicity property
of Fm(S).

Submodularity

Proof. We prove the submodularity by showing: for any S1 ⊂ S2 and a given
example a ∈ Vm\S2, we have

Fm(S1 ∪ {a})− Fm(S1) ≥ Fm(S2 ∪ {a})− Fm(S2)

We have

(Fm(S1 ∪ {a})− Fm(S1))− (Fm(S2 ∪ {a})− Fm(S2))

= (H(a|S1)−H(a|Vm\{S1 ∪ a}))
− (H(a|S2)−H(a|Vm\{S2 ∪ a}))

= (H(a|S1)−H(a|S2))

+ (H(a|Vm\{S2 ∪ a})−H(a|Vm\{S1 ∪ a}))
= H1 +H2

Since conditioning always reduces entropy, H(a|S1) ≥ H(a|S2), so that H1 ≥ 0.
Vm\{S2∪a} ⊂ Vm\{S1∪a}, so that we have H(a|Vm\{S2∪a}) ≥ H(a|Vm\{S1∪
a}), leading to H2 ≥ 0. Therefore, H1 + H2 ≥ 0, which completes the proof of
the submodularity property of Fm(S).
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1.2 Proof of PROPOSITION 2

Monotonicity

Proof. We prove that T (S) is monotonically increasing by showing T (S∪{a}) ≥
T (S), for all a ∈ V\S and S ⊆ V. Let |S| denote the cardinality of S. Since items
in S are ordered, we assume the rank of a in S ∪ {a} as ra = |S| + 1 without
loss of generality. We have

T (S ∪ {a})− T (S)

=(1− q)
∑|S|+1

s=1
qs · 1

s

∑
vi,vj∈S∪{a},rvi<rvj=s

C(vi, vj)

− (1− q)
∑|S|

s=1
qs · 1

s

∑
vi,vj∈S,rvi<rvj=s

C(vi, vj)

=(1− q) · q|S|+1 · 1

|S|+ 1

∑
vi∈S,rvi<ra=|S|+1

C(vi, a)

Since C(vi, a) ≥ 0, 1 − q > 0 and q|S|+1 > 0, we can easily have T (S ∪ {a}) −
T (S) ≥ 0 and T (∅) = 0. This completes the proof of monotonically increasing
property of T (S).

Submodularity

Proof. We prove the submodularity by showing: for any S1 ⊂ S2 and a given
example a ∈ V\S2, we have

T (S1 ∪ {a})− T (S1) ≥ T (S2 ∪ {a})− T (S2)

From the derivation for monotonicity, we have

T (S1 ∪ {a})− T (S1)

=(1− q) · q|S1|+1 · 1

|S1|+ 1

∑
vi∈S1,rvi<ra=|S1|+1

C(vi, a)

and

T (S2 ∪ {a})− T (S2)

=(1− q) · q|S2|+1 · 1

|S2|+ 1

∑
vi∈S2,rvi<ra=|S2|+1

C(vi, a)

For notational simplicity, we let n1 = |S1|+ 1 and n2 = |S2|+ 1. Define

k1 =
1

n1

∑
vi∈S1,rvi<ra=n1

C(vi, a)

k2 =
1

n2

∑
vi∈S2,rvi<ra=n2

C(vi, a)
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as the average relative ranking measure between a and all items in S1 and S2,
respectively. Then k1 and k2 can be represented as

k2 =
1

n2
(n1k1 +

∑
vi∈S2\S1,rvi<ra=n2

C(vi, a))

Suppose |S2| = |S1| + n, according to Eq. 6 in the paper, C(vi, a) can be con-
sidered as a random variable φ ∈ [0, 1], so that we have k2 = 1

n2
(n1k1 +

∑
n φ),

where the upper bound of
∑
n φ is nk1. Hence

(T (S1 ∪ {a})− T (S1))− (T (S2 ∪ {a})− T (S2))

=(1− q) · q|S1|(k1 − qnk2)

Since (1 − q) > 0 and q|S1| > 0, we only need to prove k1 − qnk2 ≥ 0. Let

k1 − qnk2 = k1 − qn
n1k1+

∑
n φ

n2
, which reaches its minimum when

∑
n φ reaches

its upper bound. In this case, we have

k1 − qnk2 = k1 − qn
n1k1 + nk1

n2
= k1(1− qn) ≥ 0

This completes the proof of submodularity property of T (S).
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